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Electromagnetically induced transparency is a quantum interference (QI) effect in a coherent system, in which
the similar but distinct effect of Autler–Townes splitting (ATS) without QI also happens concurrently. The Akaike
information criterion (AIC) has been proven to be an efficient and objective method to discern them by evaluating
their relative AIC weights for different Rabi frequencies of the coupling field. Here, we investigate in detail the
influence of the dephasing effect on the AIC weights of QI and ATS, and present the transition among destructive
QI, constructive QI, and ATS without QI by controlling the dephasing rates. By comparing the effects of differ-
ent dephasing rates on the QI and ATS weights, we show that the field-phase-diffusion dephasing provides more
feasibility than the atom-collision dephasing in control of QI and ATS. Therefore, precise and selective dephasing
engineering can be realized by manipulating the linewidths and phase correlation of the fields. This indicates that
various collision-related effects (e.g., collision-dephasing-induced coherences) can be experimentally studied using
more controllable field-phase-diffusion dephasing instead of buffer-gas-controlling collision dephasing. © 2019

Optical Society of America
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1. INTRODUCTION

The interaction of atomic ensemble with fields shows a variety
of fascinating phenomena such as electromagnetically induced
transparency (EIT) [1–3] and has potential applications in
quantum information processing [4,5] and quantum engi-
neering [6–8]. Since the optical properties of EIT media can
be greatly modified and controlled by the coupling field, the
EIT-related effects have been widely used for active and quan-
tum control of light, such as slow light propagation [9,10],
light storage and quantum memory [11–15], nonclassical light
preparation [16–19], giant Faraday rotation [20], and tunable
optical buffer [21].

Generally, EIT is a joint effect of quantum interference (QI)
and Autler–Townes splitting (ATS) in an atomic system driven
by a coupling field [22–25], which splits the excited state into
two dressed states. QI occurs between the two excitation path-
ways, leading to a narrow and deep transparent window, i.e.,
EIT effect. When the Rabi frequency of the coupling field is

much larger than decay rates, QI can be neglected due to well-
separated dressed states, and the probe absorption spectrum
is just a superposition of two Lorentzian profiles with a wide
transparent window, i.e., ATS effect [26,27]. Due to the wide
transparency window and the reversible transfer of atomic spin
and photonic coherences, ATS has been used for laser cooling
[28], high-resolution spectroscopy [29,30], and especially for
high-speed and broadband storage of photons [31].

Both EIT and ATS create transparency windows but the
underlying mechanisms are different. The narrow and deep
transparency window in EIT is due to QI, while the much wider
one in ATS is just a result of the well-separated dressed states.
The Rabi frequency of the coupling field is responsible for dis-
cerning these two similar but distinct effects, and the very weak
(or strong) coupling field gives rise to EIT (or ATS) [24,25,32].
In most cases in which the Rabi frequency is comparable to the
decay rates, the crossover between EIT and ATS occurs and
remains an active topic [33–36].

Recently, an objective method based on the Akaike informa-
tion criterion (AIC) [37,38] was proposed to discern EIT and
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ATS [24], and it allows one to quantitatively determine the rela-
tive weights of EIT and ATS from experimental spectra, without
the knowledge of any experimental parameter. Moreover, this
method sets a threshold of the coupling Rabi frequency, �th,
to characterize the transition from EIT to ATS as the Rabi fre-
quency increases. Due to its feasibility in experiments, the AIC
method has been successfully employed in whispering-gallery
microcavities [34], plasmonic waveguide and coupled res-
onator systems [35], circuit quantum electrodynamics systems
[36], etc.

Apart from the Rabi frequency, which creates the atomic
coherence, the dephasing is also an important and inevitable
process. In general, dephasing arises from perturbations by the
environment and destroys the atomic coherence, which results
in EIT [1]. It has been shown that collisional dephasing can
lead to the transition from EIT to electromagnetically induced
absorption (EIA) [39]. Atomic collisions also result in the loss of
spin angular momentum to the motional angular momentum
and being destroyed, which broadens the magnetic linewidth
[40–42]. Thus, it is expected that dephasing plays a key role in
the study of the transition between EIT and ATS.

In this paper, we study in detail the influences of various
dephasings on AIC-based distinguishing of QI and ATS, and
highlight the crucial role of dephasing. We show that dephasing
can lead to the transition among destructive QI (EIT), con-
structive QI (EIA), and ATS without QI. When one uses AIC
to differentiate EIT (EIA) and ATS, not only the coupling Rabi
frequency but also the dephasing rates should be considered.
Furthermore, compared to the Rabi frequency, the dephasing
provides more degrees of freedom to control the AIC weights
of QI and ATS. By comparing different dephasing effects, we
show that the field-phase-diffusion dephasing has much more
feasibility than the atom-collision dephasing in control of QI
and ATS. More importantly, we show that the correlation or
anti-correlation between the phases of the coupling and probe
fields is crucial to enhance QI or ATS. Our work highlights the
crucial role of dephasing in manipulation of QI and ATS for
various quantum engineering applications.

2. DEPHASING OF THE ATOM–FIELD
INTERACTION SYSTEM

We consider a 3-type three-level system with one excited
and two lower states, as shown in Fig. 1(a). It is driven by
a coupling field E c = Ec e−iωc t−iφc (t) and a probe field
E p = Ep e−iωp t−iφp (t) with amplitude Ec (p), angular fre-
quency ωc (p), and phase φc (p)(t). This system can be found,
e.g., in the D1 line of 133Cs for |e 〉 = |6P1/2, F = 4〉,
|m〉 = |6S1/2, F = 4〉, and |g 〉 = |6S1/2, F = 3〉 [43]. The

Fig. 1. (a) Atom–field system. (b) Mechanism of decoherence in
atoms.

spontaneous decay rates from |e 〉 to |m〉 and |g 〉 are 0em

and 0e g , respectively, and the total spontaneous decay rate
of |e 〉 is 0 = 0em + 0e g (= 2π × 4.56 MHz for 133Cs D1
line). The detunings of the coupling and probe fields are
δc =ωe −ωm −ωc and δp =ωe −ωp , respectively, with
ωe (m) the frequency of |e 〉(|m〉) with respect to a zero reference
frequency of |g 〉.

In this system, the interaction of atoms with fields induces the
atomic coherence, which is usually destroyed by the environ-
ment, i.e., the atoms experience decoherence. This decoherence
is caused mainly by atom–atom collisions, and vacuum and field
fluctuations [see Fig. 1(b)]. The Hamiltonian of the system is
(~= 1)

H =[ωe + δωe (t)]σe e + [ωm + δωm(t)]σmm

−�c e−iωc t−iφc (t)σem −�p e−iωp t−iφp (t)σe g +H.c.,
(1)

with σi j = |i〉〈 j |(i, j = e ,m, g ). �c (p) = dem(e g )Ec (p) is the
Rabi frequency of the coupling (probe) field, and dem(e g ) is the
dipole matrix element of the transition |e 〉↔ |m〉(|g 〉).

The atomic collisions give rise to the random shifts δωe (t)
and δωm(t) of |e 〉 and |m〉, respectively [44–46], resulting in the
decoherence of atoms. They are independent of each other and
can be described by δ-correlated Gaussian stochastic processes
with

〈δωe (m)(t)〉 = 0, (2a)

〈δωe (m)(t1)δωe (m)(t2)〉 = 2γ (d)e (m)δ(t1 − t2), (2b)

〈δωe (t1)δωm(t2)〉 = 0, (2c)

where γ (d)e (m) is the auto-correlation coefficient. In the follow-
ing discussion, we will prove that the collisional dephasing
rate equals γ

(d)
e (m). This atomic-collision-induced dephas-

ing occurs in the atomic vapor cell with buffer gas. For the
case of an anti-relaxation cell, the decoherence mechanism is
different [40].

Apart from the collision-induced decoherence, the fluctua-
tions of interacting fields also induce decoherence. In general,
both the amplitude Ec (p) and phaseφc (p) of the field exhibit ran-
dom fluctuations due to the spontaneous emission in the gain
medium of a laser. However, if the laser is operating sufficiently
far above threshold, the amplitude fluctuation can be ignored,
and the field can be described by the phase diffusion model [47],
in which φc (p)(t) undergoes diffusion: φ̇c (p)(t)=µc (p)(t),
with

〈µc (p)(t)〉 = 0, (3a)

〈µc (p)(t1)µc (p)(t2)〉 = 2κ (d)c (p)δ(t1 − t2), (3b)

〈µc (t1)µp(t2)〉 = 2ζc p

√
κ
(d)
c κ

(d)
p δ(t1 − t2), (3c)



Research Article Vol. 37, No. 1 / January 2020 / Journal of the Optical Society of America B 51

where the phase-diffusion rate 2κ (d)c (p) equals the linewidth of
the field, and ζc p ∈ [−1, 1] is the Pearson correlation coef-
ficient [48,49]. ζc p > 0 (ζc p < 0) denotes the correlation
(anti-correlation) between the phases of the coupling and probe
fields.

Generally, atomic collisions and field phase diffusions are two
independent processes, and thus we have

〈δωe (m)(t1)µc (p)(t2)〉 = 0. (4)

Introducing a unitary transformation U(t)= σe e +

e−iωc t−iφc (t)σmm + e−iωp t−iφp (t)σg g and using φ̇c (p)(t)=
µc (p)(t), the Hamiltonian becomes HU = iU̇U †

+U HU †
=

H1 + H2, with

H1 =−δcσmm − δpσg g −�cσem −�pσe g +H.c., (5a)

H2 = δωe (t)σe e + [δωm(t)+µc (t)]σmm +µp(t)σg g . (5b)

Here, U(t) can be regarded as a transformation to a rotating
frame with random phases. (If we ignore φc (p)(t), U(t) repre-
sents a transformation to a usual rotating frame.) The master
equation is

ρ̇ =−i[H1, ρ] − i[H2, ρ] −Lvacρ, (6)

with

Lvacρ =
0

2
(σe eρ + ρσe e )− 0emρe eσmm − 0e gρe eσg g . (7)

According to the theory of multiplicative stochastic processes
[47], the equation of motion of the averageρ is obtained:

〈ρ̇〉 =−i[H1, 〈ρ〉] −Lvac〈ρ〉 −

∫ t

0
dτ 〈[H2(t), [H2(τ ), ρ]]〉

=−i[H1, 〈ρ〉] −Lvac〈ρ〉 −Lcol〈ρ〉 −Lph〈ρ〉,

(8)

with

Lcol〈ρ〉 = γ
(d)
e [σe e , [σe e , 〈ρ〉]] + γ

(d)
m [σmm, [σmm, 〈ρ〉]],

(9)

Lph〈ρ〉 = κ
(d)
c [σmm, [σmm, 〈ρ〉]] + κ

(d)
p [σg g , [σg g , 〈ρ〉]]

+ ζc p

√
κ
(d)
c κ

(d)
p
(
[σmm, [σg g , 〈ρ〉]] + [σg g , [σmm, 〈ρ〉]]

)
.

(10)

The first term in Eq. (8) describes the coherent interaction
inducing the atomic coherences, which are represented by the
off-diagonal elements ρi j . Lvac〈ρ〉 represents the spontaneous
decay due to the vacuum fluctuation. Lcol〈ρ〉 and Lph〈ρ〉 give
the dephasing induced by the atomic collisions and the field
phase diffusions, respectively. The decoherence rate of ρi j is
γi j = 〈i |(Lvac〈ρ〉 +Lcol〈ρ〉 +Lph〈ρ〉)| j 〉/〈ρi j 〉, and we have

γem =
0

2
+ γ (D)em , γe g =

0

2
+ γ (D)e g , γmg = γ

(D)
mg , (11)

with the dephasing rates

γ (D)em = γ
(d)
e + γ

(d)
m + κ

(d)
c , (12a)

γ (D)e g = γ
(d)
e + κ

(d)
p , (12b)

γ (D)mg = γ
(d)
m + κ

(d)
c + κ

(d)
p − 2ζc p

√
κ
(d)
c κ

(d)
p . (12c)

Equations (11) and (12) show that the decoherence of the
atom–field system originates from (i) spontaneous decay (0/2);
(ii) atomic-collision-induced dephasing (γ (d)e (m)); (iii) field-

phase-diffusion-induced dephasing (κ (d)c (p)); and (iv)

field-phase-correlation-induced dephasing (−2ζc p

√
κ
(d)
c κ

(d)
p ),

which takes negative value for ζc p > 0 or positive value for
ζc p < 0, implying that the phase correlation can weaken or
enhance the dephasing between the lower states |m〉 and |g 〉.

The QI and ATS effects coexist in the present atom–field
system and are influenced by the dephasing. In the following
discussion, we focus our attention on the influence of dephasing
on the relative weights of QI and ATS. The discussion also
shows the possibility to control the weights via manipulating the
dephasing with the phase correlation of fields.

3. INFLUENCE OF DEPHASING ON THE
RELATIVE WEIGHTS OF QI AND ATS

The absorption spectrum of the probe field is determined by the
imaginary part of the susceptibility χ , which is proportional to
atomic coherence ρe g . Here, we consider the case of δc = 0 for
the resonant coupling field. By solving the steady-state solution
(〈ρ̇〉 = 0) of Eq. (8), we obtain the susceptibility

χ =
Nade g

ε0Ep
〈ρe g 〉 = κ

δp − iγmg

(δp − iγe g )(δp − iγmg )−�2
c
, (13)

with κ = Nad2
e g /ε0, atomic number density Na, and vacuum

permittivity ε0. χ has two poles δ± = ig ± i
√
η2 −�2

c and
thus can be decomposed as

χ = κ
δp − iγmg

(δp − δ+)(δp − δ−)
=
κ

2

(
J+

δp − δ+
+

J−
δp − δ−

)
,

(14)
where J± = 1± η/

√
η2 −�2

c , with η= (γe g − γmg )/2 and
g = (γe g + γmg )/2. The term

√
η2 −�2

c is a real or imaginary
number for |η|>�c or |η|<�c , giving rise to different forms
of χ . Here, we consider the absorption spectrum under the
conditions of |η|>�c , |η| ∼�c , and |η| ��c .

(i) For |η|>�c , the absorption spectrum can be written as

αQI = αQ1 + αQ2

=
κ

2

[(
1+ η/

√
η2 −�2

c

) (
g +

√
η2 −�2

c

)
δ2

p +
(
g +

√
η2 −�2

c

)2

+

(
1− η/

√
η2 −�2

c

) (
g −

√
η2 −�2

c

)
δ2

p +
(
g −

√
η2 −�2

c

)2

]
. (15)

The absorption spectrum αQI, as shown by the black line
in Fig. 2(a), is a result of the overlapping of wider positive αQ1
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Fig. 2. (a), (b) Absorption spectra for�c = 0.20 (a) and�c = 20 (b) with γ (D)mg = 0. (c)–(e) Absorption spectra with�c = 0 when γ (D)mg = 0.60
(c), γ (D)mg = 0.10 (d), and γ (D)mg = 0 (e), corresponding to η= 0, 0.250, and−0.20, respectively. The other parameter is γ (D)e g = 0.10.

(blue line) and narrower negative αQ2 (red line) Lorentzian
profiles, leading to the absorption suppression at resonance, i.e.,
EIT. In this case, the EIT absorption spectrum is considered as
the QI effect.

(ii) For |η| ��c , the absorption spectrum [black line
in Fig. 2(b)] is simply a superposition of two independent
Lorentzian profiles ofαA1 andαA2 (blue and red lines):

αATS = αA1 + αA2

=
κ

2

[
g

(δp +
√
�2

c − η
2)

2
+ g 2

+
g

(δp −
√
�2

c − η
2)

2
+ g 2

]
.

(16)

These two Lorentzian profiles are located at ±
√
�2

c − η
2 ≈

±�c with the same linewidth g . In this case, the system exhibits
an ATS feature without interference [50].

(iii) For |η| ∼�c , the absorption spectrum can be
expressed as

αQ/A = αATS + αQI2 =
κ

2

[
g(

δp +
√
�2

c − η
2
)2
+ g 2

+
g(

δp −
√
�2

c − η
2
)2
+ g 2

]

+
κ

2

η√
�2

c − η
2

[
δp +

√
�2

c − η
2(

δp +
√
�2

c − η
2
)2
+ g 2

+
δp −

√
�2

c − η
2(

δp −
√
�2

c − η
2
)2
+ g 2

]
. (17)

The first two Lorentzian profiles are exactly the same expres-
sion αATS of ATS in Eq. (16), and the last two terms (denoted
by αQI2) are therefore related to the terms for QI. When
η= 0/4+ (γ (D)e g − γ

(D)
mg )/2= 0, αQI2 vanishes, and the

absorption is completely determined by ATS [see Fig. 2(c)].
When η 6= 0, both QI and ATS terms (αQI2 and αATS) have
influences on the absorption, and one cannot readout which
one is dominant. Note that the QIs for η > 0 and η < 0 are
different. When η > 0, as shown in Fig. 2(d), compared to the
ATS absorption (αATS, red line), the total absorption (αQ/A,

black line) is suppressed, representing destructive QI (DQI),
i.e., EIT. On the other hand, when η < 0, as shown in Fig. 2(e),
the total absorption (αQ/A, black line) is stronger than the ATS
absorption (αATS, red line), i.e., constructive QI (CQI).

In order to differentiate QI and ATS, the AIC is adopted
to evaluate their relative weights quantitatively. For i) QI and
ii) ATS cases, the absorption spectra can be rewritten as

αQI =
C 2

1

δ2
p + ξ

2
1

−
C 2

2

δ2
p + ξ

2
2

, (18a)

αATS =
C 2

(δp − δ1)
2
+ ξ 2

+
C 2

(δp + δ1)
2
+ ξ 2

, (18b)

where the parameters C1(2), C , ξ1(2), ξ , and δ1 can be calculated
from Eqs. (15) and (16). One can use these two approximation
models αQI and αATS to fit the experimental data with fitting
parameters C1(2), C , ξ1(2), ξ , and δ1. The AIC of αQI(ATS) is
defined as IQI(ATS) = 2KQI(ATS) − 2 log LQI(ATS) [37,38],

where KQI(ATS) = 4(3) is the number of fitting parameters,
and LQI(ATS) is the maximum of the likelihood function. The
relative weight of αQI(ATS) is given by the per-point Akaike
weight

wQI(ATS) =
e−IQI(ATS)/2N

e−IQI/2N
+ e−IATS/2N

, (19)

with the number of fitting points N, and wQI +wATS = 1.
Akaike weight wQI(ATS) quantitatively represents how well
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αQI(ATS) fits the experimental data and thus determines the
relative weight of the QI (ATS) effect.wQI(ATS) increasing from
0 to 1 means that QI (ATS) becomes stronger.

Here, we use the model Im χ [see Eq. (13)] to simulate the
experimental data to be fitted byαQI(ATS). The calculated Akaike
weight wQI(ATS) now represents how close αQI(ATS) is to Im χ .
As an example, in Fig. 3, we use αQI and αATS (blue and red
lines) to fit the simulated data (black lines), and calculate their
Akaike weights wQI and wATS, respectively. It can be seen that
decreasing |η| or increasing �c makes QI weaker and ATS
stronger.

Figures 4 and 5 display the dependences of the QI and ATS
weights (wQI and wATS) on the atomic-collision-induced
dephasing (γ (d)e and γ (d)m ) and field-phase-diffusion-induced
dephasing (κ (d)c , κ (d)p , and ζc p ), respectively. We consider
the three conditions: (i) η= 0 for a boundary of DQI and CQI,
as denoted by the solid white lines in Figs. 4 and 5, for which
|η| ��c , and thus the absorption spectrum is determined
by ATS without QI, i.e., wATS = 1 and wQI = 0. (ii) η > 0 for
absorption suppression with DQI. (iii) η < 0 for enhanced
absorption with CQI. As |η| increases,wQI increases whilewATS

decreases. In other words, one obtains strong QI in the region far
away from the boundary. In the region of η > 0 (η < 0), QI is
destructive (constructive), resulting in a suppressed (enhanced)
resonant absorption, as analyzed above. Therefore, |η| deter-
mines the strength of QI, and the sign of η gives the nature of
QI. Also note that wQI becomes smaller for a larger�c regard-
less of the values of dephasing rates (see the change from the
second column to the last column in Figs. 4 and 5), which is in
consistent with the previous studies [24,25].

The white dashed lines in Figs. 4 and 5 denotewQI =wATS =

0.5, which is the critical condition for the transition from QI to
ATS. In the range fromwQI = 0 (solid white lines) towQI = 0.5
(dashed white lines), the ATS effect dominates, while in the
range wQI > 0.5, the QI effect dominates. This critical condi-
tion depends on the dephasing rates (γ (d)e (m), κ

(d)
c (p), and ζc p ) and

the coupling Rabi frequency (�c ), and thus can be considered
as a criterion to differentiate QI and ATS from experimental
parameters.

By comparing Figs. 4 and 5, it is seen that the field-
phase-diffusion-induced dephasing is more flexible than
atomic-collision-induced dephasing in control of the weights
of QI and ATS. Experimentally, the collisional dephasing rates
are generally adjusted by changing the partial pressure of the
buffer gas filled in the atomic vapor. It is difficult to get the
exact values of dephasing rates, and one cannot adjust only γ (d)e
(γ (d)m ) while keeping γ (d)m (γ (d)e ) unchanged. Instead, it is much
easier to adjust the laser linewidths and correlation coefficients
using the phase modulation and locking techniques. Thus, the
field-phase-diffusion-induced dephasing can be precisely and
selectively controlled. Also, the field-phase-diffusion-induced
dephasing has more degrees of freedom than atomic-collision-
induced dephasing. Apart from the phase diffusion rates (κ (d)c
and κ (d)p ), the phase correlation between the coupling and probe
fields is crucial for manipulation of wQI and wATS. As the cor-
relation coefficient ζc p changes from 1 (complete correlation)
to −1 (complete anti-correlation), the region of DQI (η > 0)
becomes small, while the region of CQI (η < 0) becomes large
(see the change from the first row to the last row in Fig. 5),

Fig. 3. Fitting the absorption spectra to get the relative weights of QI and ATS when (a)�c = 0.50, γ (D)e g = 0.10 (η= 0.250); (b)�c = 0.50,
γ (D)e g = 0.50 (η= 0.450); and (c)�c = 0.280, γ (D)e g = 0.10 (η= 0.250). The other parameter is γ (D)mg = 0.10.

Fig. 4. Dependences of (a) η and (b)–(d)wQI (wATS = 1−wQI) on γ (d)m and γ (d)e with (b)�c = 0.80, (c)�c = 1.50, and (d)�c = 30. The white
lines indicate η= 0 (wQI = 0 and wATS = 1), and the solid white dashed lines indicate wQI =wATS = 0.5. The other parameters are κ (d)c = κ

(d)
p =

0.10 and ζc p = 0.
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Fig. 5. Dependences of η (first column) andwQI (wATS = 1−wQI) (second to fourth columns) on κ (d)c and κ (d)p with (b), (f ), and (j)�c = 0.80;
(c), (g), and (k)�c = 1.50; (d), (h), and (l)�c = 30. The phase-correlation coefficient ζc p = 1 (first row), 0 (second row), and−1 (third row). The
solid white lines indicate η= 0 (wQI = 0 and wATS = 1), and the white dashed lines indicate wQI =wATS = 0.5. The other parameters are γ (d)e =

γ (d)m = 0.020.

i.e., one can use phase-correlated coupling and probe fields to
improve QI.

4. CONCLUSION

Using the theory of multiplicative stochastic processes, we have
investigated the dephasing effect of an atom–field system involv-
ing atom–atom collisions and field phase diffusion, and have
obtained the corresponding dephasing rates. Based on this and
utilizing AIC, we have studied the influences of atom-collision
dephasing and field-phase-diffusion dephasing on the relative
weights of QI and ATS. The transition among DQI (EIT), CQI
(EIA), and ATS without QI can be obtained via changing the
dephasing rates. The continuously and selectively controllable
features of the field-phase-diffusion dephasing provide a way to
realize the precise dephasing engineering via manipulating the
linewidths and phase correlation of fields. Previous discussions
focus mainly on the influence of coupling Rabi frequency on
QI and ATS weights. In this discussion, we have highlighted the
role of dephasing rates for distinguishing QI and ATS.
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